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Abstract The Qos routing/multicasting protocols in mobile and adhoc networks determined bandwidth satisfied router for Qos applications. These protocols suffer from two bandwidth-violation problems:-1. Hidden Route Problem (HRP), 2. Hidden Multicast Route Problem (HMRP).  HRP occurs when a new flow is permitted and only the bandwidth consumption of the hosts in the neighborhood of the route is computed. HMRP occurs when multiple flows are permitted concurrently. Not considering the bandwidth consumption of two-hop neighbors is the reason that the two problems are introduced. A novel algorithm that can avoid the two problems is proposed to construct bandwidth-satisfied multicast trees for QoS applications.
1. Introduction
    A multicast group contains a special host (server) that is responsible for transmitting data packets to the other hosts (clients) in the same group. A mobile ad hoc network (MANET) is formed by a group of mobile hosts that can communicate with one another without the aid of any centralized point or fixed infrastructure. Because of the recent provision of high-speed wireless Internet services, QoS-guaranted applications are now crucial to new-generation wireless multimedia communication systems. To meet the QoS requirements of the applications, multicast protocols are required to construct routes, with the QoS being guaranteed. On the other hand, cellular networks have fixed base stations as access points for wireless communication.

   MANETs do not need any infrastructure, and their topologies may dynamically change in an unpredictable manner, because mobile hosts are free to move. Besides, each transmission in MANETs is a local broadcast, and each mobile host shares the common radio channel with all its neighbors. MANETs have much less available bandwidth than cellular and wired networks. An inadequate bandwidth reservation may degenerate network performance, which is more serious in MANETs because of shared channel and limited bandwidth.  

       Bandwidth - violation, is described as, when a new flow with bandwidth requirement is permitted; a control packet from the source is flooded in order to determine a bandwidth-satisfied route. Each host in the neighborhood of some ongoing flows may be determined as a forwarder for the new flow if the bandwidth increment does not induce bandwidth violation of it and its neighbors. However, even so, bandwidth violation may happen to its neighbors, because it fails to take into account the bandwidth consumption of those hosts that are two hops distant from it. 

How Bandwidth- Violation occurred?

   Bandwidth violation may happen to its neighbors, because it fails to take into account the bandwidth consumption of those hosts that are two hops distant from it.

2. HRP

Consider an example shown in fig 1. There are two ongoing flows from e to f and from g to h, respectively. A new flow from a to d is permitted, and the route determination for the new flow proceeds to c. Suppose that each host has the same available bandwidth, say, 11 units, and the bandwidth requirements for  the three flows are two (from e to f), seven (from g to h), and three (from a to d) units, respectively. If c serves as a forwarder, then the  total nine-unit bandwidth of c will be consumed (c, the predecessor of c and the successor of c each require a three-unit bandwidth). Since the ongoing flow from e to f is in the radio coverage of c, it consumes the two-unit bandwidth of c. Consequently, the remaining available bandwidth of c is 11 − 2 = 9 units, and so, c is allowed to be a forwarder. Now we turn our attention to the bandwidth consumption of e. Since both c and g are in the radio coverage of e, the bandwidth requirement of e is 2 +3 + 7 =12 units, which exceeds its available bandwidth (11 units). The reason for the bandwidth violation is that c was not aware of the ongoing flow from g to h when it was determined to be a forwarder. In short, the bandwidth violation happened, because the ongoing flow from g to h was hidden from the new flow from a to d. The problem is henceforth referred to as the HRP. The hidden terminal problem arises in the MAC layer, The HRP arises in the network layer.
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           Fig.  1.  An example of HRP.

3. HMRP

Consider an example shown in fig .2. Where there is a multicast group and a new flow from a (server) to e and h (clients) is permitted. Suppose that each host has the same available bandwidth, say, 11 units, and the bandwidth requirement of the flow is three units. Also, note that bandwidth reservation will be made for the flow when data flow through the routes. Both c and g can be forwarders for the flow from a to e and from a to h, respectively, because their bandwidth requirement (nine units) is smaller than their available bandwidth (11 units). However, since they are in the radio coverage of each other, a three-unit bandwidth is required additionally when data flow from a to e and h. This increases their bandwidth requirement to 12 units, which causes a bandwidth violation. The bandwidth violation happens, because the two multicast routes from a to e and from a to h are mutually hidden from each other. It is henceforth referred to as the HMRP
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         Fig.2. An example of HMRP.

4. Bandwidth-Satisfied Multicast Tree (BSMTP)
(i) A multicast group contains a server that is responsible for transmitting data packets to the client in the same group.

(ii) A MANET bandwidth aware multicasting protocol that can determine a bandwidth- satisfied multicast tree to admit a flow with a requested bandwidth.

(iii) The problem of determining a bandwidth-satisfied multicast tree with a minimum number of forwarders.

(iv) If it is selected as a forwarder, bandwidth violation to the host and neighbors must be avoided.

(v) In this algorithm collects the entire information in order to determine the bandwidth satisfied multicast routes concurrently.

(vi) In this algorithm attempts to minimize the number of forwarders for the new flow. The execution of this algorithm involves a basic procedure, named Shortest_Routes.
(vii) Shortest_Routes can establish shortest (minimum number of hops) routes to a particular destination.

(viii) If the new router is shorter and does not case bandwidth violation.

(ix) They can construct bandwidth satisfied multicast trees without inducing HRP and HMRP.
 5. CEDAR: a Core-Extraction Distributed Ad hoc Routing algorithm [1] 

 The link-state of stable high-bandwidth links in the core through increase/decrease waves 

CEDAR is to provide the quality of service routing in ad hoc networks.

Link state propagation: QoS routing in CEDAR is achieved by propagating the bandwidth availability information of stable links in the core graph. The basic idea is that the information about stable high-bandwidth links can be made known to nodes far away in the network, while information about dynamic links or low bandwidth links should remain local. Slow-moving increase waves and fast moving decrease waves which denote corresponding changes in available bandwidths on links, are used to propogate non-local information over core nodes.

Disadvantage

1. CEDAR, most routing algorithm use flooding or broadcasts for route computation.

2. Flooding ad hoc networks does not work well due to the abundance of hidden and exposed stations.

3. The ad hoc routing algorithm in provide a single route in response to a query from a source

4. In an ad hoc network, direct communication is allowed only between adjacent nodes, distant nodes communicate over multiple hops. 

.6. Distributed Quality of service routing in ad hoc networks [2]
The Qos routing algorithm which constructed routes satisfying bandwidth requirements.
Multiple paths are searched in parallel to find the best qualified one. Fault – tolerance technique are brought in for the maintenance for the of the routing paths when the nodes move, join or leave the network. In this algorithm consider not only the Qos requirement but also the optimally of the routing path in order to improve the overall network performance. It achieves a balance between the single path routing algorithm and the flooding algorithm. It does not achieve the multiple path routing algorithms.

7. Ad hoc QoS on-demand routing (AQOR) in mobile ad hoc networks [3]
AQOR, which estimated the available bandwidth and end- to-end delay for admission control and bandwidth reservation in determining Qos satisfied routes. The bandwidth reserved for each flow at the forwarding node is only effective for a certain period of time. If the node does not receive subsequent data packet of a reserved flow during the time period. The reservation becomes invalid automatically.

8. A Framework for the Admission Control of Qos Multicast Traffic in mobile Ad Hoc Networks (M-CAMP)[4]
M-CAMP, which adopted a measurement- based approach for estimating the bandwidth availability from the server to the clients.

In this algorithm works with both wired and wireless networks. It does not require any maintenance of status information in the mobile hosts. 

9. CONCLUSION
HRP and HMRP, which are two bandwidth violation problems that may occur to QoS routing/multicasting protocols. Since bandwidth and power are limited in MANETs, they should be taken into consideration in routing/multicasting protocols. The problem (i.e., BSMTP) of determining a bandwidth-satisfied multicast tree with a minimum number of forwarders.  The bandwidth-violation can be avoiding the routing protocol.
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