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Abstract
The content adaptation is an essential concept to meet the heterogeneous requirements of web users using various web access technologies. Content may be transformed to satisfy the requirements of a client’s security policy, device capabilities, preferences, and so forth. Therefore, several content services have been identified that include content filtering and transcoding. This project  provides a solution for secure content services through intermediaries. Control information generation  algorithm is proposed to address data integrity and confidentiality in content adaptation and caching by intermediaries. Parallel secure content service protocol is proposed to allow a client to verify that the received data is authentic and transformations on the data are properly authorized. This protocol supports decentralized proxy and key management and flexible delegation of services. Three steps  should be followed to accomplish secure content service. 1)Confidentiality. 2)Data Integrity.         3)user adaptation. Confidentiality is achieved by means of encrypting the content using DES algorithm. To enforce authenticity and integrity, data is partitioned into set of segments. Each segments has an encrypted hash value associated with it. User adaptation is achieved by means of modifying the file format as per the user request.  Overall content service time is reduced compared to the centralized approach.

Index Terms—Control information algorithms, Distributed  systems, integrity, security

1. INTRODUCTION


With the emergence of various network appliances and heterogeneous client environments, there are new requirements for content services by intermediaries.  For example, content may be transformed to satisfy the requirements of a client’s security policy, device capabilities, preferences, and so forth. Therefore, several content services have been identified such as content filtering and transcoding. Confidentiality and integrity are two main security properties that must be ensured for data in several distributed cooperative application domains such as collaborative  e-commerce, distance learning, telemedicine,  and e-government. Confidentiality means that data can only be accessed under the proper authorizations. Integrity means that data can only be modified by authorized subjects.
             The motivation is to provide secure content services characterized by a scalable and robust network architecture. Parallel secure content service protocol supports decentralized proxy and key management and flexible delegation of services. Control information generation algorithm addresses data integrity and confidentiality in content adaptation and caching by intermediaries
.

The Scope of this project is to satisfy the requirements of a client’s security policy, device capabilities, preferences and so forth. The amount of required bandwidth is greatly reduced, especially when a large amount of data is involved.
           The main objective is to provide a solution for secure content services characterized by a scalable and robust network architecture. Parallel secure content service protocol (PSCS)  allows a client to verify that the received data is authentic and transformations on the data are properly authorized. For example the content services may compress the images with less precision in order to reduce  the size. Content services may perform format change from  PDF to HTML. It also assures  data confidentiality during transmission. The design of this project focuses on data security for many web application. It minimizes the amount of data transmitted across the network. It can save in the overall content servicing time against the centralized approach. The experiments could be run with four proxies (as data normally require about four different content services), and all segments have the same size (size ¼ N=M, where N is the size of a document, and M is the number of segments). Each proxy transcodes the segments it receives from the data server, and then, these results are sent to the client. A ratio is used to represent the data size distribution.  For simplicity,  the segment distribution is assumed among the client and four proxies is 1:1:2:3:4. The overall servicing times for data of size 11 Kbytes. If the operation time for a content service is 1 ms/Kbyte, this approach can save atleast 12 sec. As the size of the data increases the savings obtained by this approach increase. Thus, even though  it spends a little more time during integrity checking, overall, it is much more efficient than the centralized approach. If operation time increases, the overall servicing time  is much lower than that of the centralized approach. 
2.  PRELIMINARIES
2.1 Content service functions 
Each content service belongs to a service function. For example, a content service may compress images with less precision in order to reduce their size, or a content service may perform media conversion such as from text to audio or a format change such as from PDF to HTML. All these services belong to a transcoding function that changes the data from one format into another. 
To ensure data security, an intermediary must have certain privileges in order to access the data. Based on a client request, the data server decides the privileges for each participating proxy. For example, if a proxy needs to transcode the data from text to audio, then it needs to have certain privileges from the data server that authorizes this proxy to perform this transcoding function. Based on whether a service function needs to modify the requested data or not, we identify two types of privileges that allow intermediaries to perform content service functions: read and update. The read privilege allows a proxy to read and store the data. The update privilege allows a proxy to read and modify the data, as, for example, a proxy needs to have this privilege in order to execute a content filtering function.
2.2 Data Provider (DP) and P-Proxy
A DP is any entity that can provide the data requested by a client. Thus, a DP may be either a data server or a cache proxy caching the data requested by clients. In order to provide content services to clients, a DP has a group of cooperative intermediaries that can perform different content services. A P-proxy is a list of proxies that perform certain content services on the data on behalf of the DP. That is, for a DP, there may exist more than one cooperative proxy that can perform certain content services for it. For eg p-proxy1 is a transcode proxy and that p-proxy1 also includes proxy2.If proxy1 is overloaded ,it can delegate to proxy2 the execution of the services.Proxy1 is primary proxy. P-proxies enhance both availability and efficiency of the system. Proxy gets all encrypted data segments from Access control system and  sends requested file or content service to client. Two types of privileges that allow to intermediaries to perform content service functions. The read allows a proxy to read and store the data. The update allows a proxy to read and modify the data. Each DP maintains the information about the services provided by each cooperative proxy in an intermediary profile table. The intermediary profile table stores the public keys and the authorizations of proxies. Fig. 1 shows an example of such a table.
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Fig.1.intermediary profile table
2.3 Access control system
 
Access control system takes care of both client and server request/response. The access control system checks which proxies and clients  can access which data. The inputs to the access control system include a client’s request, the security policy and the intermediary profile table by the DP and the data store .
It can return three possible access decisions:
1.Deny. This indicates that the DP does not have the data requested by the client, the client is not allowed to   access the data according to the DP’s policy, or no  intermediaries in the DP’s intermediary profile table exist or are allowed to transform the data into the  version requested by the client.

2. Empty path. This indicates that the client’s request can be satisfied without any intermediary’s involvement.
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Fig.2 Access control system
3. Path with ACIS. This indicates that the client’s request can be  satisfied with the involvement of the P-proxies listed in   the returned path. ACIS denotes access control information structure, which specifies the privileges over the data for each P-proxy in the path.

A path denotes a content service path and explicitly defines the order according to which each P-proxy has to receive the data. That is, a path is a list of P-proxies. Let P=(P-proxy 0; P-proxy 1; P-proxy 2; . . . ; P-proxy(N+1)  be a path such that

1. P-proxy0 is the DP and P-proxy (N+1)… is the client.

2. P-proxy i (i €{1,…,N}) corresponds to 
    a content service requested by the      

    client.

3. If proxy p € P-proxy i((i € {1,…,N}),  

 then p €  PT, where PT is the   P-proxy in the DP’s intermediary profile table that performs the same content service  as P-proxy i. This requirement ensures that only  proxies in the intermediary profile table are allowed  to perform content services on the requested data.

     4. If proxy p €  PT and p is allowed by 
         the DP’s security policy to  perform  

         that content service on the data, then p 
         € P-proxyi.
This requirement ensures that each P-proxy in Path includes all proxies that can perform that content service and also satisfy the security  policy over the requested data.
2.4 Control   information algorithm

The purpose of the control information is to help the P-proxies and the client to verify the integrity of the data and to securely communicate with each other. Based on the content service path and ACIS generated by the access control system. Control information contains incoming package template, outgoing package templates. Incoming package template contains p-proxy predecessor , set of segments that it will receive from this predecessor, symmetric keys for receiver to decrypt the incoming package. Outgoing package template contains p-proxy successor , symmetric key and set of segments to be sent to this successor.
 The algorithm is organized according to the following main phases:
Initialization. First, for each participating P-proxy, the data server randomly orders the proxies in each P-proxy. The first one in the list is the primary proxy for this P-proxy. This random ordering avoids making certain proxies overloaded, especially when a proxy is being used in many P-proxies in a data server or a proxy appears in many DPs’ intermediary profile table. This step also initializes each P-proxy’s predecessors, successors and segments  that this P-proxy is authorized to access.
Segment labeling. For each P-proxy in Path, this step labels each segment that this P-proxy is authorized to access with a list of public keys of the P-proxy that can modify this segment. The list of keys starts with the primary proxy of the P-proxy, followed by other proxies’ public keys in the P-proxy. We use array Seg[i].s to store the public keys of the P-proxy that most recently modified segment i and a structure ari that contains the set of accessible read and update segments of the P-proxy i in Path. 
Generating the data server’s CI. The data server needs to send segments to corresponding P-proxies or to the client. Each P-proxy must receive the segments that are allowed to access and send some or all of these segments to subsequent P-proxies or the client. For each segment, the data server scans the P-proxies according to the content service path; if a P-proxy needs to read this segment, then the data server adds this P-proxy to its succ, and this P-proxy will receive this segment from the data server. The data server repeats this activity until the first P-proxy that needs to update this segment. After the P-proxy updates the segment, it sends out the segment to the rest of the P-proxies or the client if they need to access it.  
3.  PARALLEL SECURE CONTENT SERVICE PROTOCOL
The PSCS protocol is a suite of protocols. It includes the PSCS Data Server which is responsible for handling requests by a data server, and the PSCS Cache Proxy  which is responsible for handling requests by a cache proxy (C Proxy) when it has a cache hit.
3.1 Parallel secure content service data server protocol
The data server sends the client’s request to its access control system. If the access decision on the request is deny, the data server notifies the client of the result. If the output is an empty path, the data server computes and signs the hash value of the data. Then, the data is transferred to the client. Both integrity and confidentiality are trivially satisfied in this case.  

Once the data server has generated the control information and encrypted the data segments, it distributes them to the corresponding primary proxies and the client. The data server also provides a one-way hash function for the participating proxies and the client to verify the authentication of the data they received and to calculate a digest value for each segment they have updated.
Key management. Public key is used for signing and symmetric keys for encrypting contents. The public keys of proxies are stored in the intermediary profile table maintained by the DP. The symmetric keys are preassigned by the DP and transmitted to corresponding proxies in encrypted form. 
3.1.1 Intermediary proxy and client protocol
 During content service processing, the primary proxy in each P-proxy can either delegate the content services to another proxy in the same P-proxy or execute the function by itself. If no delegation needs to be performed, the primary proxy executes a protocol that is similar to the client protocol. 
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Fig.3 Data server protocol for handling content service requests.
Such protocol has the following steps: 
Step 1. Integrity check. Upon receiving a package P, the receiver with control information CIi verifies the following: 1) It verifies whether there has been any transmission error; if there is any such error, it asks the sender to send the package again. 2) It verifies that the package is from one of its predecessors. 3) It verifies the integrity and authorization of each segment according to the incoming package template. If there is any error, the receiver asks the sender to recover.
Step 2. Executing functions on the data. After correctly receiving a package from each predecessor, the receiver executes its functions on the data. If it has update privileges on some segments, it will update the segments, calculate the hash value for each segment it updated, and cipher this value with its private key for future authorization checking.
Step 3. Forming new package(s). For each suy € CIi..succ,the receiver forms an outgoing package U such that U.pid = i. For each r €  suy..seg, the receiver fills r in U. After this, the subject encrypts U with suy.skiy and sends it to the primary proxy of P-proxyy. The receiver should also keep a copy for later recovery.
If a primary proxy decides to delegate its function to another proxy q in the P-proxy, the primary proxy first performs the integrity checking as in step 1. If there is no error, the primary proxy sends all the received packages to q, which completes the second step. q sends back only the updated segments with the delegateHash attributes signed by q. The primary proxy calculates the hash value for each segment that is updated by q, makes sure that these values are equal to those signed by q, and then signs these hash values. At last, the primary proxy executes the last step of forming and sending out the outgoing packages
.
 3.1.2 Recovery Protocol
If a proxy receives a package that fails integrity verification, the proxy asks the sender to recover the package. If a receiver cannot get an error-free package according to the control information twice, it will send both packages it believes to be incorrect to the data server and the sender. The data server will delete this malicious proxy from its intermediary profile table. A simple solution is for the data server to broadcast to the P-proxies in the content services that the process has failed and aborted. However, this approach exposes the protocol to possible frequent failures. Indeed, if at least one proxy is malicious and generates a corrupted segment, the entire process fails.
To reduce such failures, the receiver will wait for a correct version from the data server. The data server will not broadcast an abort command immediately. It will first check if the malicious sender m of the error segment seg has only read access to this segment. If m only has read access, the data server will contact all the receivers that received seg from m. If any one has a correct version (passed integrity checking) from m, the data server will send this correct version to all the senders that did not receive a correct version from m. If no one has a correct version, the data server will ask the primary proxy of the P-proxy that authored this segment to send the data server a copy; the data server then acts the role of m, checking the integrity and sending this segment to all the receivers to which m was supposed to send it. 
If m has an update privilege on the segment, the data server will check if there is any other proxy n in the P-proxy with m. If not, the data server aborts the process. Otherwise, it lets n execute the service m was suppose to execute. The receiver will then receive data from n. 
4.  PARALLEL SECURE CONTENT SERVICE CACHE PROXY PROTOCOL
With cache proxies, a client’s request is submitted to a cache proxy first, which may give a cache hit, that is, the requested content is cached by the proxy. In this case, the content is sent directly to the client without any processing. Cache hits can largely reduce the communication costs for delivering and computation costs for processing. If the requested content is not readily available at the cache proxy, the cache proxy handles the request as follows:
 
If a cache proxy is not the data server and can, however, satisfy a request, the cache proxy handles the request depending on whether it has a credential from the data server or not. If it has a credential that allows it to perform operations on requested data, the cache proxy handles the request and sends the requested data and the credential to the client. If the cache proxy does not have the proper credential, then it acts on behalf of the data server and does

the following:
1. The cache proxy calls its access control system. If the  request is denied, then  the client  is notified. Otherwise, the output of such a call includes a pathP’ and an ACIS. Note that P’ should be part of the original path P if the client directly requests from the DP, that is, P’< P. An empty P’ happens when the requested content is cached, which is then sent to the client. If P’ is not empty, the cache proxy is the first one in the path that has update privileges on all the segments.
2. The cache proxy generates control information for the involved P-proxies and the client.
3. The cache proxy sends the control information to a data server.
4. If the data server allows the cache proxy to disseminate the data, the data server disseminates this control information to the corresponding intermediaries and the client; then, the data server asks the cache proxy to start sending out data segments. Otherwise, the data server replies to the cache proxy that the request is not allowed, and the data server handles the request of the client.
When a cache proxy handles the request, the amount of required bandwidth is greatly reduced, especially when a large amount of data is involved. 
5. CONCLUSIONS
This project provides a solution for secure content service through intermediaries. There are three steps that should be followed to accomplish secure content service.

Confidentiality: In the existing system only public key is used. Here messages  are encrypted using DES algorithm.

Data Integrity: Data comes in terms of blocks are grouped.

User Adaptation: File format of data is modified as per user requests
6. FUTURE PLANS
Enhancement can be concerned with the increase in the no of data servers. The present system consists of a single data server by which only a limited files can be accessed. The implementation of multiple data servers can provide feasible file sharing with large number of files.
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