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ABSTRACT

Given two sets of points P and Q, a group nearest neighbor (GNN) query retrieves the point(s) of P with the smallest sum of distances to all points in Q. Consider, for instance, three users at locations q1, q2 and q3 that want to find a meeting point (e.g., a restaurant); the corresponding query returns the data point p that minimizes the sum of Euclidean distances |pqi| for 1<i3. The input of the problem consists of a set P={p1,…,pN} of static data points in multidimensional space and a group of query points Q={q1,…,qn}. The output contains the k (1) data point(s) with the smallest sum of distances to all points in Q. The distance between a data point p and Q is defined as dist(p,Q)=Σi=1~n|pqi|, where |pqi| is the Euclidean distance between p and query point qi. As an example consider a database that manages (static) facilities (i.e., dataset P). The query contains a set of user locations Q={q1,…,qn} and the result returns the facility that minimizes the total travel distance for all users. In addition to its relevance in geographic information systems and mobile computing applications, GNN search is important in several other domains. Furthermore, the operability and speed of very large circuits depends on the relative distance between the various components in them. GNN can be applied to detect abnormalities and guide relocation of components.  Assuming that Q fits in memory and P is indexed by an Rtree, We first propose three algorithms for solving this problem. They are 

i. Multiple Query Method

ii. Single Point Method

iii. Minimum Bounding Method

Then, we extend the techniques for cases that Q is too large to fit in memory, covering both indexed and nonindexed query points. There we propose three algorithms of

i. Group Closest Pairs Method

ii. File - Multiple Query Method  

iii. File – Minimum Bounding Method

Finally we are going to compare the efficiency of these algorithms. 

1. INTRODUCTION
Nearest neighbor (NN) search is one of the oldest problems in computer science. Previously they dealt with nearest neighbor queries in spatial network databases, where the distance between two points is defined as the length of the shortest path connecting them in the network. In addition to conventional (i.e., point) NN queries, recently there has been an increasing interest in alternative forms of spatial and spatio-temporal NN search. Then the scientists discover the NN in a constrained area of the data space. After that they discussed about reverse nearest neighbor queries, where the goal is to retrieve the data points whose nearest neighbor is a specified query point. Then I studied the problem in the context of data streams. Given a query moving with steady velocity, incrementally maintain the NN (as the query moves), while propose techniques for continuous NN processing, where the goal is to return all results up to a future time. Now I extended my idea to find out the point(P) which should be nearer to the set of nearest neighbors.  As GNN search is important in several other Domains , I like to implement it in clustering and outlier Detection.  The quality of a solution can be evaluated by the distances between the points and their nearest cluster centroid.
2. PREVIOUS WORK

Existing algorithms for point NN queries using R-trees follow the branch-and-bound paradigm, utilizing some metrics to prune the search space. The most common such metric is mindist(N,q), which corresponds to the closest possible distance between q and any point in the subtree of node N. Figure 2.1a shows the mindist between point q and nodes N1, N2. Similarly, mindist(N1,N2) is the minimum possible distance between any two points that reside in the sub-trees of nodes N1 and N2.

[image: image1.emf]
(a) Points and node extents
(b) The corresponding R-tree

Figure 2.1: Example of an R-tree and a point NN query

If the mindist of two intermediate nodes Ni and Nj (one from each R-tree) is already greater than the distance of the closest pair of objects found so far, the sub-trees of Ni and Nj cannot contain a closest pair (thus, the pair is pruned). 
3. PROPOSED WORK

My proposed technique for GNN queries applies multiple conventional NN queries (one for each query point) and then combines their results. The main idea behind all techniques is to minimize the extent and cost of search performed on each retrieval engine in order to compute the final result. The threshold algorithm works as follows: the first query is submitted to the first search engine, which returns the closest image p1 according to the first feature. The similarity between p1 and the query image with respect to the other features is computed. Then, the second query is submitted to the second search engine, which returns p2 (best match according to the second feature). The overall similarity of p2 is also computed, and the best of p1 and p2 becomes the current result. The process is repeated in a round-robin fashion, i.e., after the last search engine is queried, the second match is retrieved with respect to the first feature and so on. The algorithm will terminate when the similarity of the current result is higher than the similarity that can be achieved by any subsequent solution.

4. ALGORITHMS FOR MEMORY-RESIDENT QUERIES
For each algorithm we first illustrate retrieval of a single nearest neighbor, and show the extension to k>1. 
4.1 Multiple Query Method
The multiple query method (MQM) utilizes the main idea of the threshold algorithm, i.e., it performs incremental NN queries for each point in Q and combines their results. For instance, in Figure 4.1 (where Q ={q1,q2}), MQM retrieves the first NN of q1 (point p10 with |p10q1|=2) and computes the distance |p10q2| (=5). Similarly, it finds the first NN of q2 (point p11 with |p11q2|=3) and computes |p11q1| (=3). The point (p11) with the minimum sum of distances (|p11q1|+|p11q2|=6) to all query points becomes the current GNN of Q. For each query point qi, MQM stores a threshold ti, which is the distance of the current NN, i.e., t1=|p10q1|=2 and t2=|p11q2|=3. The total threshold T is defined as the sum of all thresholds (=5). Continuing the example, since T < dist(p11,Q), it is possible that there exists a point in P whose distance to Q is smaller than dist(p11,Q). So MQM retrieves the second NN of q1 (p11, which has already been encountered by q2) and updates the threshold t1 to |p11q1| (=3). Since T (=6) now equals the summed distance between the best neighbor found so far and the points of Q, MQM terminates with p11 as the final result. In other words, every non-encountered point has distance greater or equal to T (=6), and therefore it cannot be closer to Q (in the global sense) than p11.
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Figure 4.1: Example of a GNN query

4.2 Single Point Method
MQM may incur multiple accesses to the same node (and retrieve the same data point, e.g., p11) through different queries. To avoid this problem, the single point method (SPM) processes GNN queries by a single traversal. First, SPM computes the centroid q of Q, which is a point in space with a small value of dist(q,Q) (ideally, q is the point with the minimum dist(q,Q)). The intuition behind this approach is that the nearest neighbor is a point of P "near" q. It remains to derive (i) the computation of q, and (ii) the range around q in which we should look for points of P, before we conclude that no better NN can be found. Towards the first goal, let (x,y) be the coordinates of centroid q and (xi,yi) be the coordinates of query point qi. The centroid q minimizes the distance function:
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Let q be the centroid of Q and best_dist be the distance of the best GNN found so far. Node N can be pruned if:
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where mindist(N,q) is the minimum distance between the MBR of N and the centroid q. 
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Figure 4.2: Pruning of nodes in SPM

An example is given in  Figure 4.2, where the best_dist = 5+4. Since, dist(q,Q)=1+2, the right part of the inequality equals 6, meaning that both nodes in the figure will be pruned. 
4.3 Minimum Bounding Method
Like SPM, the minimum bounding method (MBM) performs a single query, but uses the minimum bounding rectangle M of Q (instead of the centroid q) to prune the search space. Specifically, starting from the root of the Rtree for dataset P, MBM visits only nodes that may contain candidate points. The root of the R-tree is retrieved and its entries are sorted by their mindist to M. Then, the node (N1) with the minimum mindist is visited, inside which the entry of N4 has the smallest mindist. Points p5, p6, p4 (in N4) are processed according to the value of mindist(pj,M) and p5 becomes the current GNN of Q (best_dist=11). Points p6 and p4 have larger distances and are discarded. When

backtracking to N1, the subtree of N3 is pruned. Thus, MBM backtracks again to the root and visits nodes N2 and N6, inside which p10 has the smallest mindist to M and is processed first, replacing p5 as the GNN (best_dist=7). Then, p11 becomes the best NN (best_dist=6). Finally, N5 is pruned and the algorithm terminates with p11 as the final GNN. The extension to retrieval of kNN and the best-first implementation are straightforward.
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Figure 4.3: Query processing of MBM

5. ALGORITHMS FOR DISK-RESIDENT QUERIES
However, that the R-tree on Q offers limited benefits towards reducing the query time, we develop two alternative methods, based on MQM and MBM, which do not require any index on Q.

5.1 Group Closest Pairs Method
Assume an incremental CP algorithm that outputs closest  pairs <pi,qj> (pi [image: image7.bmp]P, qj [image: image8.bmp]Q) in ascending order of their distance. Consider that we keep the count(pi) of pairs in which pi has appeared, as well as, the accumulated distance (curr_dist(pi)) of pi in all these pairs. When the count of pi equals the cardinality n of Q, the global distance of pi, with respect to all query points, has been computed. If this distance is smaller than the best global distance (best_dist) found so far, pi becomes the current NN. All points encountered before the first complete NN is found, are qualifying. Every such point pi is kept in a list < pi, count(pi), curr_dist(pi)>. On the other hand, if we already have a complete NN, every data point that is encountered for the first time can be discarded since it cannot lead to a better solution. In general, the list of qualifying points keeps increasing until a complete NN is found. Then, non-qualifying points can be gradually removed from the list. Figure 5.1a shows an example where the closest pairs are found incrementally according to their distance.
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Figure 5.1: Example of GCP
5.2 F-MQM
F-MQM (file-multiple query method), which splits Q into blocks {Q1,..,Qm} that fit in  memory. For each block, it computes the GNN using one of the main memory algorithms, and finally it combines their results using MQM. The complication is that once a NN of a group has been retrieved, we cannot effectively compute its global distance (i.e., with respect to all data points) immediately. Instead, we follow a lazy approach: first we find the GNN p1 of the first group Q1; then, we load in memory the second group Q2 and retrieve its NN p2. At the same time, we also compute the distance between p1 and Q2, whose current distance becomes curr_dist(p1) = dist(p1,Q1) + dist(p1,Q2). Similarly, when we load Q3, we update the current distances of p1 and p2 taking into account the objects of the third group. After the end of the first round, we only have one data point (p1), whose global distance with respect to all query points has been computed. This point becomes the current NN. The process is repeated in a round robin fashion and at each step a new global distance is derived. 

5.3 F-MBM
First, the points of Q are sorted by their Hilbert value and are inserted in pages according to this order. A page Qi contains ni points (it is possible that the number of points differs). For each group Qi, we keep in memory its MBR Mi and ni (but not its contents). F-MBM descends the R-tree of P (in DF or BF traversal), only following nodes that may contain qualifying points. For nodes we use the weighted mindist, based on the intuition that nodes with small values are likely to lead to neighbors with small global distance, so that subsequent visits can be pruned. When a leaf node N has been reached, each group Qi is read in memory in descending order of mindist(N,Mi). The motivation is that groups that are far from the node are likely to prune numerous data points (thus, saving the distance computations for these points with respect to other groups).  
5. Experiments
Here we have to evaluate the efficiency of all described algorithms using different datasets.  According to the results obtained we have to process the algorithm for further corrections.  This experimental evaluation identifies the best alternative based on the data and query properties. 
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