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 Abstract
The objective of image classification is to identify and portray the features occurring in an image in terms of the object by  categorizing all pixels in a digital image into one of several classes, or "themes". In this paper, a novel Histogram based feature extraction approach is proposed for classifying any generic image into one of the three classes – scene text image, caption text image and document image. Here, features based directly on pixel intensity values in the spatial domain are extracted & given to the Linear discriminant classifier. Experimental results show that histogram based features have the efficacy to discriminate & classify the given input image into scene text image, caption text image and document image.
Keywords: Image classification, Histogram based features, Scene text image, Caption text image and Document image.
1. INTRODUCTION 

In recent years, popularity of internet and cellular phones have made global access to persons and data online and off-line easier and the amount of data getting accumulated has grown tremendously due to the popularity of the Internet and the World Wide Web. As a result, there is an overriding need to provide efficient means of Classification methodologies for effective data storage, retrieval, search, querying and interaction capabilities. 
Classification is the process by which information, whether in document or data format, is clustered together to make it easier for the user to find it. Two main classification methods are Supervised Classification and Unsupervised Classification. With supervised classification, we identify examples of the Information classes (i.e., land cover type) of interest in the image. These are called "training sites". Unsupervised classification is a method which examines a large number of unknown pixels and divides into a number of classed based on natural groupings present in the image values. Unlike supervised classification, unsupervised classification does not require analyst-specified training data.

However, Currently most image classification methods and algorithms mainly focus only on pure images , the need has arisen for such an approach for images with text in it. Text in images/video images are classified into Caption text and Scene text. Various kinds of images are shown in Figs.1-3. Caption text is the one which is inserted text & otherwise called as superimposed/artificial text. Natural images /embedded are called as Scene text/graphics text . Electronic documents or images of paper documents or images acquired by scanning book covers, CD covers, or other multi-colored documents are called Document images. In this scenario, there is a need for a methodology to classify an image into either scene text image, caption text image or document image. This paper describes work on developing a technique for the classification of an image with the text by extracting spatial domain features. The input images are analyzed to extract histogram based features with the resulting image representations being used for image classification. In the classification problem, we attempt to model the class variable on the basis of one or more histogram feature variables.
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Fig 1.a Caption text  image       b. Document image                     c. Scene text image
2. RELATED WORK
we first surveyed the literature to find existing methods for image classification.[1] propose multiple classifiers by a new combination method called meta-classification, which makes the final decision by re-classifying the result each classifier returned.[2]A method is proposed to solve a classification task, based on a generalized representation of an image derived from local per-pixel features. From this representation, differences between images can be computed, and these can be used to classify the image requiring knowledge of only global image labels for training. 

[3] Proposed  to design classifiers able to annotate images with keywords & propose an image representation appropriate for scene description & images are segmented into regions and indexed according to the presence of given region types. Secondly, a classification scheme designed to separate images in the descriptor space. This is achieved by combining feature selection and kernel-method-based classification. [4] present a unsupervised model for the image classification based on feature’s distribution of particular patches of images by dividing an image into grids and then constructing a hierarchical tree in order to mine the feature information of the image details. The distribution  of features on the tree are observed to find out which patches are important in term of a particular class. [5] explored supervised machine-learning systems using Support Vector Machines to automatically classify images into six representative categories based on text classifier, image classifier , and the fusion of both. Above mentioned approaches have not focused on image with incorporated text in various forms & this paper aims to develop such kind of framework to classify image with text in it.
3. SYSTEM DESCRIPTION

This paper describes work on developing a technique for the classification of an image with the text by extracting spatial domain features. The input images are analyzed to extract histogram based features with the resulting image representations being used for image classification. In the classification problem, we attempt to model the class variable on the basis of one or more histogram feature variables.
Image classification has been carried out in two phases namely, Offline processing (training phase) and Online processing (testing phase). Necessity of Offline processing arises to extract the features of all images in image corpus because feature extraction during input image processing would be time consuming. Therefore, Offline processing is carried out to extract and generate feature strings for training images from the image corpus. Moreover, a feature string table has been devised, which represents the feature string of every image. During Online processing, when the user supplies a input image to be classified, feature string generated for the query image using table, is measured similarity against the feature string of training images using Linear discriminant classifier which in turn produces classified label .
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Fig 2. Block diagram of the proposed system
3.1 Offline Processing 

Offline processing is initiated before obtaining the input image from the user. This includes the feature string generation for images and creation of feature string table. 

3.1.2 Feature Extraction

Once the image is converted into gray image, its feature string represents them.Classification using various image features are analyzed [7]. The methodology employed in our approach to represent images are Mean, Variance, Skewness, Kurtosis, Energy & Entropy. Histogram based features are used to extract the primitives of a image. Histogram features are based on the histogram of a region of the image .Let u be a random variable representing a gray level in a given region of the image. Define 
pu(x) = Prob[u=x] 

  = No. of pixels with gray level x 

     ---------------------------------------          (1)    

       total no. of pixels in the region      

Common features of pu(x) are its moments , entropy and so on, which are defined next.

Moments mi = E[ui] = ∑ xi pu(x) , i =1,2   (2)

Central moments μi = E{[u – E(u)]i} 

                                = ∑ (x – m1)i pu(x)     (3)

Some of the common histogram features are extracted from the input image as follows

The mean of pixel intensities (μ) in an image block is a useful feature for classification. The feature μ is a good supplemental tool in classification, but should not be taken as primary because of the variety of envelope background colors.

M = Mean m1= E[u] = ∑ x pu (x)             (4)

V =Variance μ2 = E{[u – E(u)]2} 
   = ∑ (x – mean)2 pu(x)                             (5)

s1 = ∑ (x – mean)3 pu(x)       
s2 = √ μ2
S = Skew ness μ3  =  s2(-3) s1                                   (6)                   

s3 = ∑ (x – mean)3 pu(x)       

K = Kurtosis μ4  = s2(-4) s3                                       (7)

Egy = Energy = ∑ x2 pu(x)                        (8)

Epy = Entropy = - ∑ pu(x) log pu(x)         (9)

In this paper, six attributes have been proposed to define a primitive based on the histogram based features. A primitive P is described as a six-attribute tuple where 

P = (M, V, S, K, Egy, Epy )                    (10)
Based on the feature extraction described above, a feature string table has been devised in this paper to represent every image using a standard primitive string. 
Once the feature string has been generated for the image as described above, they are written into a temporary file corresponding to every image. This process is repeated for all the available input images. A temporary text file is created corresponding to each image and stored separately. Text file has been created for all the images in the corpus.

3.2 Online Processing 

      Online processing is started when the input image to be classified is given by the user. This includes the feature string generation for images and creation of feature string table & classification. During this phase , feature string for the query image can be synthesized from the primitive string of feature string table & given to the classifier.
3.2.1. Classification

Here Linear discriminant classifier is used for the classification . Above mentioned six features are used as the basis for classification. The linear discriminant analysis [6] is to classify objects into one of two or more groups based on as set of features that describe the objects .This LDA method consists of searching, some linear combinations of selected variables, which provide the best separation between the considered classes. These different combinations are called discriminant functions.If only two features, the separators between objects group will become lines.If the features are three, the separator is a plane and the number of features is more than 3 , the separators become a hyper plane. It is assumed that a sample random vector from a multivariate normal distribution. A multivariate normal distribution is a p-dimensional extension of the one variable Gaussian distribution. Linear discriminant analysis formula is given as follows,

fi = μi C-1 xkT kk – ½ μi C-1 μi T kk +ln (pi) 
                                                          (11)

The second term is called the Mahalanobis Distance statistic denoted by MDj and pi is the prior probability of class  Ci . Assign object k to group i that has maximum fi. Equivalently the vector is classified into category for which MDj is minimum.
6. Experimental Results

Text collections for experiments are split into two parts: one part for training or building the classifier and a second part for testing the effectiveness of the system.To evaluate the performance of our text categorization ,we used Precision , recall & F1-measure.
             categories classified and correct
Recall = ---------------------------------      (12)

                total categories correct
                categories classified and correct
precision=---------------------------------    (13)  

                    total categories classified
F1-measure is the harmonic mean of Precision & recall as follows 
          (2*PXR)
F1=   ------------                                    (14)

           (P+R)
              Table I Performance measures

	Image type
	P (%)
	R (%)
	F-score (%)

	Caption text  image
	72
	66.6
	69

	Scene text image
	70.5
	66.6
	68.4

	Docment image
	95.2
	90.9
	93


It is observed from the table I that proposed system is able to classify document images better than scene text image & caption text images.

7. CONCLUSION 

This paper introduced the use of histogram features for classification of an image with incorporated text by extracting spatial domain features. The input images are analyzed to extract histogram based features with the resulting image representations being used for image classification.  Our study provides evidence that Linear discriminant classifier can be used for the construction of fast and effective classifiers for automatic image classification. The proposed system is able to classify document images better than caption text & scene text images.
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